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1. **Introduction**

A new approach is emerging in the instrumentation of detectors for calorimetry. Traditionally, calorimeters have been designed to measure the energy deposition over a wide dynamic range. This is often done by digitizing signal pulse height (integrated current) using an ADC having 12 to 18 bits of dynamic range. Because large dynamic range is often expensive, cost/performance trade-offs usually result in each read-out channel servicing a rather large part of the fiducial volume of the detector, often including many sampling layers in transverse depth.

For the Linear Collider, it is important to measure jets with a detector that has excellent energy resolution. Significant improvement in jet energy resolution over what has been obtained with previous detectors can be achieved by applying a technique known as *Particle Flow Algorithms*. By utilizing the information from both the tracking systems and the calorimeter, these algorithms rely on the correct assignment of the energy deposits in the calorimeter to the different components of a jet, i.e. due to charged or neutral particles. The Particle Flow Algorithms work best when the detector components are specifically optimized for this technique. A requirement is that the calorimeter have extremely fine segmentation, on the order of one square centimeter, laterally and layer-by-layer longitudinally. This fine segmentation results in a large number of electronic readout channels, and renders a high-resolution measurement for each channel impractical. This leads to the consideration of a simple digital readout, where the dynamic range of a single channel is reduced to a small number of bits. Monte Carlo simulations have shown that it is possible to preserve the energy resolution of single hadronic particles using a simple discriminator with only one threshold – a 1-bit ADC! In essence, this approach trades wide dynamic range on a small number of channels, for low dynamic range on a large number of channels.

Currently, new detectors are being developed that would use this technique. These include:

**A. Resistive Plate Chambers (RPCs) for the Hadron Calorimeter of the Linear Collider**

This detector will use 1-cm x 1-cm pads to read out RPCs made from glass. The RPCs would be operated in avalanche mode (as opposed to streamer mode), where the smallest signal to measure is approximately 100 fC. The pads are arranged in a square array. A convenient grouping of channels is 8 by 8 pads, or 64 channels per chip. The chips will reside directly on the RPCs. (See [1-10] for a description of RPC detectors.)
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B. Gas Electron Multipliers (GEMs) for the Hadron Calorimeter of the Linear Collider

The read-out configuration of this detector will be similar to that of the RPCs described above. It will also use 1-cm x 1-cm pads for read-out. The smallest signal to measure is approximately 5 fC. Like the RPCs, a convenient grouping of channels would be 8 by 8 pads, or 64 channels per chip. The chips will reside directly on the read-out pads. (See [11-19] for a description of GEM detectors.)

Detector R&D in these areas is currently in progress. A specific project involves building prototype detectors of each of the RPCs and GEMs, and characterizing the performance in a test beam. This note will describe the basic properties and conceptual design of the electronics and readout system that will be used in these studies. A goal in the project is to develop a readout system that can be used for both. A summary of the detector properties is shown in Table 1.1.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>RPCs</th>
<th>GEMs</th>
</tr>
</thead>
<tbody>
<tr>
<td>Type</td>
<td>Avalanche</td>
<td>(Gas)</td>
</tr>
<tr>
<td>Geometry</td>
<td>1 cm x 1 cm</td>
<td>1 cm x 1 cm</td>
</tr>
<tr>
<td>Pads</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Capacitance</td>
<td>10-100 pF</td>
<td>10-100 pF</td>
</tr>
<tr>
<td>Smallest Signal</td>
<td>~100 fC</td>
<td>~5 fC</td>
</tr>
<tr>
<td>Pulse Width</td>
<td>~5 nS</td>
<td>~3 nS</td>
</tr>
<tr>
<td>Rise Time</td>
<td>~2 nS</td>
<td>?</td>
</tr>
<tr>
<td>Largest Signal</td>
<td>~10 pC</td>
<td>~100 fC</td>
</tr>
<tr>
<td>Noise Rates</td>
<td>~0.1 Hz</td>
<td>?</td>
</tr>
<tr>
<td>Env. Noise Susceptibility</td>
<td>Low</td>
<td>Low</td>
</tr>
</tbody>
</table>

Table 1.1. Summary of Detector Properties
2. Overview of the Instrumentation Requirements

Both the RPCs and GEMs are gas detectors that are biased with a strong electric field. When a particle passes through the active detector, gas molecules in the detector can be ionized, causing them to drift in the direction of the electric field. Both detectors have 1-cm by 1-cm pads, etched on a printed circuit board (PCB), arranged laterally to the electric field. The charged ions induce an image charge on the pads. The job of the front-end instrumentation is to collect the induced charge from the pads. A schematic view of an RPC is shown in Fig. 2.1. For the purposes of describing the electronics, the principle of operation for the GEMs is similar, except that the charge gain of the detector is ~10x smaller. In both cases, charge is induced on the readout pads when particles ionize the gas in the detector. See Fig. 2.2.

![Figure 2.1. Anatomy of an RPC](image1)

![Figure 2.2. Partial Detector Plane – RPC or GEM](image2)
2. **Overview of the Instrumentation Requirements (Cont.)**

The prototype detector sections will be built as 1-meter by 1-meter planes, sandwiched between plates of steel. See Fig. 2.3. Each plane will have 96 by 96 pads, one square centimeter each. There will be 40 readout planes all together. Since each plane has ~10,000 pads, the full detector has ~400,000 readout channels.

![Construction of Detector Planes](image1)

**Figure 2.3. Construction of Detector Planes**

When an ionizing particle goes through the detector, charge is induced in local areas of each plane for an instant of time, as shown in Fig. 2.4. By discriminating the charge deposition as hits on each plane, the trajectory of the particle, as well as other properties of the particle, can be ascertained. The primary function of the instrumentation is to record these hits as a function of time, and provide a framework for reading them into a computer for event reconstruction and analysis.

![Hits on Pads](image2)

**Figure 2.4. Hits on Pads (Partial Plane) at an Instant in Time**
3. **System Design Parameters**

The conceptual design of the readout system for this application is based on the following assumptions and parameters:

3.1. **Nature of Data**

The nature of the measurement is to record hits from the pads as a function of time. Each pad is to have an amplifier and a discriminator with a programmable threshold, and have one bit as the output. The bit for a channel is true when the signal from the pad is over-threshold (the definition of a "hit"), and false when under threshold. Each hit shall have a time associated with it, which is synchronized over the entire detector. This reduces problems in assembling events in the higher levels of the system if there is latency in collecting data from different parts of the system.

3.2. **Timing Resolution**

It is sufficient for the timing resolution of events to be 100 nanoseconds.

3.3. **Event Rate**

The event rate for hadronic interactions foreseen for the Linear Collider is very low, on the order of one per minute. For testing the prototype detectors in a test beam, it is desirable to have a event higher rate. RPC detectors have an inherent limit in how fast a local area of the detector can recharge after being hit, requiring of order several milliseconds to recover. Furthermore, the intrinsic noise rate of RPC detectors is very low, less than 1 KHz per square meter, or 0.1 Hz per pad. GEM detectors are in principle capable of higher event rates. However, Since both detectors are candidates for this application, it will be assumed that the maximum event rate capability of the RPCs sets the performance goals. For the test beam, it will be arranged so that the maximum event rate will be no greater than 100 Hz. This is a crucial aspect of the system design, because it determines certain performance aspects such as data transmission bandwidth and multiplexing. See Section 6 for a discussion.

3.4. **Live Time**

While the primary goal in the development of the detector is to perform measurements in a test beam, it is desirable to have the capability to measure noise and cosmic rays as well. Again, assuming a low trigger rate, it is desirable to have the detector and electronics capable of being live 100% of the time, i.e. no dead-time from the readout electronics.
3. System Design Parameters (Cont.)

3.5. Nature of Data Acquisition

It is desirable for the data acquisition system (and trigger system) to be as simple as possible, while achieving the desired performance. Because the event rate is expected to be low, and because there is no need for complex triggers involving multiple detector subsystems, it is desirable for the system to be configured as "data push." This means that once data is stored in a local memory in the front-end electronics, it is "pushed" into the upper levels of the system without further commands or requests from the system. This reduces the complexity of the data acquisition system and the trigger system, and streamlines the data acquisition process. This does have implications for the nature and philosophy of the trigger system, as described below.

3.6. Event Triggering

The system can operate with three kinds of triggering philosophies: Self-Trigger, External Trigger, or Gated Trigger. These are described below:

3.6.1. Self-Trigger

Because the event rate for this detector is expected to be low, including the intrinsic noise rate, it should be possible to operate the system with a software trigger only, i.e. no intermediate hardware trigger. Event selection and reconstruction can be done at higher levels of the readout architecture. Signals from the detector are discriminated as a fundamental part of the architecture. It is straightforward to arrange for hits to automatically write data into local memory. Each hit is tagged with a timestamp directly on the front end to identify the occurrence in time, and addresses are added to identify the location in space. Data is read out by the data acquisition system and passed to a higher-level processor, where algorithms sort the data. Noise hits will be isolated in time and space, and are easily discarded. Data that has a clustering in time and space are processed further as possible events. It will be necessary to implement efficient algorithms for this processing. It will also be possible to overwhelm this system if the event rate is high, so care must be exercised in setting thresholds on the front-end discriminators, as well as careful control of noise.

3.6.2. External Trigger

The readout system and front-end electronics shall be capable of being triggered by an external system. The latency is expected to be no more than 2 microseconds. This will require there to be a pipeline in the front-end electronics.
3. System Design Parameters (Cont.)

3.6.3. Trigger Gate

The readout system and front-end electronics shall be capable of using a gate, to be used as a coincidence with self-triggering. This would be used in a test beam, where the approximate arrival time of particles is known, without knowing that an event actually occurred in the detector.
4. **Design Choices**

   The following design choices have been adopted as parameters in the conceptual design of the system:

4.1. **Custom Integrated Circuit for Front-End Electronics**

   Because of the high channel count, it is desirable to use a custom integrated circuit for the front-end electronics. The chips reside on the printed circuit board of the detector, on the opposite side of the 1 cm by 1 cm pads. Each chip services an 8 by 8 array of pads, or 64 channels, as shown in Fig. 4.1. The chip, called DCAL, performs all of the front-end processing, including: signal amplification, discrimination/comparison against threshold, recording the time of the hit, temporary storage of data, data readout, and has ancillary control functions.

![8 x 8 RPC Cell Array (Part of Single RPC Chamber)](image)

![ASIC on Other Side of PCB](image)

**Figure 4.1. Each Custom Chip Services an 8 x 8 Array of Pads**

4.2. **Timing**

   The timing of hits in the DCAL chip shall be implemented using the concept of a "timestamp" counter. This counter is reset periodically and synchronously across the system, and advances with each 100 nS clock, which is also synchronous across the system. It is desirable to not have to reset the counters too often, but also to limit the number of bits to be read out as part of the timestamp. A reasonable compromise is taken to have the counters reset once per second. With 100 nanoseconds counting rate, the counter will need 24 bits.
4. **Design Choices (Cont.)**

4.3. **Data Format**

When a hit occurs in a chip, there are two ways to read it out: read bit pattern plus timestamp (64 + 24 = 88 bits), or read channel address plus timestamp (6 + 24 = 30). The two schemes have about the same number when three channels are hit per event. Simulations indicate that, on the average, more than three channels will be hit within a chip per real event. Therefore, the chip shall record hit pattern plus timestamp, and this forms the data when an event occurs.

4.4. **Data Readout**

Since the DCAL chips reside on the detector, it is desirable to reduce the number of digital readout lines to a minimum. Therefore, the readout scheme will use serial data transmission. The transmission rates at the different points in the system architecture shall be determined by the expected maximum data rates. The transmission rates will then determine the type of transmission media that is needed. Serial data transmission protocols usually require extra bits for framing. These need to be included in data rate calculations. It is desirable for the system sub-components to have buffering, to cover situations where a burst of data occurs.

4.5. **Control**

There are a small number functions needed for the DCAL chips (setting of threshold levels, masking bad channels, diagnostics, etc.) It is desirable to have a separate control path from the data transmission, since the latter needs to be efficient. Since digital I/O is a significant issue in this system, the control path shall also use serial transmission.

4.6. **Data Multiplexing**

It is advantageous to concatenate or multiplex the data streams from several DCAL chips into a single output data stream. If a DCAL chip is hit on the average of once every 10 milliseconds, and the readout time is many times faster, then there is significant excess bandwidth available. Furthermore, it is desirable to reduce the amount of back-end data processors. It is therefore desirable to multiplex data streams from the DCAL chips by a factor between 10 and 100. The level of multiplexing is to be determined by physical and logistic considerations in the setup. The appropriate addresses will be needed at collection points in the architecture to properly identify the data.
5. System Architecture

Using the assumptions, constraints, and principles outlined in Section 3 and Section 4, a readout system for the detector has been envisaged. The following is a description of the conceptual design of the readout system for this application.

The block diagram of the readout system is shown in Fig. 5.1. The system can be divided into four primary subsystems: the front-end electronics, the back end data acquisition system, the timing system, and the trigger system.

![Figure 5.1. Block Diagram of the Readout System](image-url)
5. **System Architecture (Cont.)**

The front-end electronics begins with the front-end custom chip, DCAL. It resides on the detector, and handles all of the analog signal processing, formation of data words, and temporary data storage. The chips reside on the Front-End Motherboards, which also have the detector pads as part of them. Data from the DCAL chips is sent to the Data Concentrator, which functions as a multiplexer, concatenating data streams from several DCAL chips into one. There is a further level of multiplexing by the Super Concentrators, which receive data from several Data Concentrators. These components all reside on or near the detector.

The back end is the data acquisition system and trigger farm. When the Super Concentrators have data, it is read by the Data Collectors, which resides in a VME crate. The crate hosts several Data Collectors. The data is written into buffers on these cards, and then read periodically by the VME Processor, which is a single board computer that resides in the crate. Next, the data is read from the VME Processor into the Trigger Farm, which performs event selection.

The other two subsystems, the Timing System and the Trigger System, provide support functions. The front-end electronics needs a small number of clock signals to perform the data acquisition, and these must be synchronized over the entire detector. The front-end electronics also has the capability for several kinds of trigger schemes, and these are provided by the Trigger System.

Each of the four subsystems has one or more sub components. The functionality of each component is described in the sections that follow.
5. **System Architecture (Cont.)**

5.1. **DCAL Custom Chip**

The front-end electronics is an integral part of the detector. The primary component is a custom integrated circuit called DCAL. It resides directly on the detector, and handles the entire analog signal processing functions, as well as the collection of data words. Each chip services 64 detector channels. A complete specification of the chip has been written [20], and the design work is in progress. The basic operation is described below.

![Diagram of System Architecture](image-url)

**Figure 5.3. Sub-component Description: DCAL Custom Chip**
5. System Architecture (Cont.)

5.1. DCAL Custom Chip (Cont.)

A conceptual block diagram of the DCAL chip is shown in Figure 5.3. The operation can be divided into several functional blocks, which will be described.

![Figure 5.3. Block Diagram of ASIC](image-url)
5. System Architecture (Cont.)

5.1. DCAL Custom Chip (Cont.)

Signals from the detector are charge or current pulses. When a signal is received from the detector, it is amplified and shaped. It is then passed to a discriminator, where it is compared to a threshold voltage. The discriminator fires when the signal exceeds a programmable threshold level. The discriminators are evaluated using a 10 MHz clock provided to the chip from outside. The discriminators must hold the state of the response until the end of the clock cycle (defined to be the rising edge), so that the state of the discriminators can be latched into the circuitry that follows.

The primary difference between the RPC detector and the GEM detector, from the point of view of the electronics, is that the GEM signals are approximately a factor of 10 smaller in than the RPC signals. See Table 1.1. The amplifier in the chip will have a gain switch, which can switch in an additional X10 gain to accommodate this difference in operation. See Fig. 5.4.

![Figure 5.4. Block Diagram Front-End Amplifier](image)

In order to reconstruct hits in later stages of the data acquisition system, the chip shall provide an event ID for each hit. The chip uses the concept of a Timestamp Counter to accomplish this. It is essentially a free-running counter, which is reset periodically (~ once per second.) The counter is advanced by the 10 MHz clock provided to the chip. The counter must have 24 bits in order to count to 10,000,000 in one second.
5. System Architecture (Cont.)

5.1. DCAL Custom Chip (Cont.)

Both the Timestamp Counter bits and the discriminator states define event data. A data word is then 64 bits from the discriminators, and 24 bits from the Timestamp Counter, for a total of 88 bits. They are written into a 20-stage pipeline, and are advanced through the pipeline by the 10 MHz clock. At the end of the pipeline, 2 microseconds in length, a decision must be made whether or not to keep the event data. This decision, called the Trigger Accept, causes the bits to be written into an output buffer, which is configured as a FIFO. From there, circuitry in the chip is activated that reads the event data from the output buffer, and sends it out of the chip. The FIFO is eight stages deep to handle a burst of hits for a short time.

The chip has three ways to capture event data. The first way uses an external trigger, provided from outside the chip. The second uses on-board circuitry to make a trigger decision internally. The circuitry evaluates the states of the discriminators, and arranges for a Trigger Accept to capture the data associated with the trigger decision as the data emerges from the end of the pipeline. The third way is a hybrid of the first two, where a trigger gate is provided, and data is acquired if a discriminator fires in the gate. The choice of trigger mode is set up through the control circuitry. The chip also uses the internal trigger to send a trigger signal out of the chip, for use by an external trigger system. The trigger output and external trigger input are configured as individual output lines.

The data output uses a serial communication protocol. It is a unidirectional link having a point-to-point connection between source (the DCAL chip,) and the receiver. The output driver uses a "data push" protocol. When data is written into the output FIFO and goes "not empty," the data output circuitry is activated. It reads the next available data word from the output FIFO, and sends the bits out of the chip serially. Eight bits are processed at a time, encoded into an 11-bit serial transmission. The extra three bits are used for framing and designation of data type. The bit rate is equal to the 10 MHz clock, or 10 Mbit/sec. It thus takes 12.1 microseconds to send out an entire data block, or 121 times the fundamental clock period. (See Section 6 for a discussion of data rates.) The chip uses LVDS (Low Voltage Differential Signal) for the output drive. LVDS is a good choice for processing digital signals in an analog environment where noise is a concern.
5. **System Architecture (Cont.)**

5.1. **DCAL Custom Chip (Cont.)**

The chip requires two precision timing signals to function. The first is the 10 MHz clock. This is treated as a precision dedicated signal, to maintain synchronization across the detector. The chip receives the clock using LVDS, like the serial data transmission. All clocking functions in the chip use this signal, including the serial transmission. The second precision timing signal is Counter Reset. Although it is active only once per second, it must be timed to within one clock cycle, as it is used to synchronize timing of all chips in the system. This signal is also received by the chip using LVDS.

Control functions of the chip are handled by a dedicated interface called the Control Communication Link. It also uses a serial communication protocol, although it may utilize several signal lines. This link has several functions. The chip needs an on-board DAC to generate the threshold voltage for the discriminators. An important control feature is the ability to mask off bad channels. This is needed to prevent noisy channels from co-opting the readout bandwidth. This is incorporated using a simple AND gate with the output of each discriminator. The masking is accomplished by loading a “Mask Register” through the control link.

Another control function is the control of charge injection. The ability to inject charge is useful for testing the basic signal processing circuitry. By providing the capability of injecting charge at a precise time over many parts of the system, the synchronization of the chip counters can be tested. If the charge injection circuitry were further enhanced to incorporate a DAC, it would be possible to study the sensitivity of the discriminators as a function of threshold voltage setting versus value of the charge injected. Clearly the latter features represent a more complex design, and are open for discussion.

One aspect of the Control Link not shown in the block diagram is that each chip on a motherboard will have a unique address, and the communication of control data will use a bus structure. The addresses will be set using resistors or jumpers on the motherboard next to each chip. Each control word will have an address encoded in it, to identify which chip is the intended destination. This reduces the number of I/O lines on the motherboard. See Section 5.3.
5. **System Architecture (Cont.)**

5.2. **Front-End Motherboard**

The Front-End Motherboard is the host for the DCAL chip, and must provide the means for getting both analog and digital signals into and out of the chip. See Fig. 5.5. As described in Section 2, the DCAL chips reside directly on the detector. Specifically, the pads of the detector are etched into one side of the printed circuit board of the motherboard. This dual functionality makes the design of the motherboard complex, and merits the designation as a primary sub-component. The functionality of the motherboard is described below.

![Diagram of Front-End Motherboard](image)

**Figure 5.5. Sub-component Description: Front-End Motherboard**
5. System Architecture (Cont.)

5.2. Front-End Motherboard (Cont.)

The Front-End Motherboard has two primary functions. The first is to provide the readout pads for the RPCs. The second is to host the DCAL chips. This includes: the routing of signals from the pads of the detector to the input pins of the chips; the distribution of power and ground to the chips; the distribution of clock and control signals; and the routing of the output signal lines from the DCAL chips to the receivers (to be described in Section 5.3.) This makes the design of the motherboard complex. See Fig. 5.5. A particular concern is noise pickup from digital signals in the printed circuit board by the sensitive front-end amplifiers. For this reason, the printed circuit board must have several layers of ground planes to shield against noise. The DCAL chip is designed to use LVDS signals for the transmission of digital signals into and out of the chip, which will also provide a measure of noise reduction.

![Figure 5.5. Conceptual Cross Section of the Front-End Motherboard](image-url)
5. **System Architecture (Cont.)**

5.2. **Front-End Motherboard (Cont.)**

As described in Section 2, the prototype detector will be built using planes that are one meter-square in area. The active area of a plane will actually be 96-centimeters by 96-centimeters. The planes will be constructed from three chambers that are 32-centimeters by 96-centimeters. They are butted next to each other to form a plane. The motherboards lie on top of the chamber. Currently, it is envisaged that each motherboard would cover one-half of a chamber. See Fig. 5.6. Each motherboard is 32-centimeters by 48-centimeters, and hosts 24 DCAL chips, arranged in a 4-by-6 array as shown. (It may be desirable or necessary to implement a different physical arrangement for the motherboards given practical considerations, such as manufacture-ability, connector density, mounting, etc.)

![Diagram of 3 Chambers Form a Plane](image)

**Figure 5.6. Arrangement of Front-End Motherboards on a Plane**

- **3 Chambers Form a Plane**
- **2 Front End Boards/Chamber**
- **6 Front End Boards/Plane**
- **24 ASICs/Board**
- **1536 Channels/Board**
- **144 ASICs/Plane**
- **9216 Channels/Plane**
5. **System Architecture (Cont.)**

5.2. **Front-End Motherboard (Cont.)**

The digital signals on each motherboard are routed to the outer edge, where services for the motherboard are accessible, including receivers and drivers for digital signals (data, clock, control, and trigger), and power. See Fig. 5.7. This interface will be described in Section 5.3.

As described in Section 5.1, the control signals will be routed to the front-end chips using a bus structure. Each chip will have a unique address on the board, which is set using jumpers or resistors that are mounted on the motherboard. The motherboard may also have other passive components around the chips, such as bias resistors and bypass capacitors.
5. System Architecture (Cont.)

5.3. Data Concentrator

The Data Concentrator is an intermediate interface between the front-end chips and the data acquisition system. The primary purpose is to concatenate serial data streams from several front-end chips into one, thereby reducing the amount of instrumentation required in the back end of the system. The Data Concentrator also provides an interface for the control, timing, and control functions needed by the chips. The functionality is described below.

![Sub-component Description: Data Concentrator](image)

Figure 5.8. Sub-component Description: Data Concentrator
5. System Architecture (Cont.)

5.3. Data Concentrator (Cont.)

A conceptual block diagram of the Data Concentrator is shown in Figure 5.9. The operation can be divided into several functional blocks, which will be described.

![Block Diagram of the Data Concentrator](image-url)

Figure 5.9. Block Diagram of the Data Concentrator
5. System Architecture (Cont.)

5.3. Data Concentrator (Cont.)

The primary function of the Data Concentrator is to concatenate the serial data streams from several front-end chips into a single output. This is needed to reduce the number of back-end data processors. The Data Processing block performs this function. For reasons that will be described later, the Data Concentrator will service 12 front-end chips. In the simplest form, it can be thought of as a data multiplexer, where several input data streams are fed into a single output stream using an efficient algorithm. See Fig. 5.10. Because the data comes in spurts, there needs to be buffering of data on the input side. In order to accommodate possible output data flow rate problems, there is buffering on the output side as well. Because the Data Processing block mixes data from several chips in a non-uniform way, another function of the circuitry is to append an address onto each data word. Both the input bit rate and the output bit rate are 10 Mbit/Sec, equal to the fundamental clock frequency. (See Section 6 for a discussion of data rates.) Both the input and output transmissions use LVDS.

Data Processing Block

![Data Processing Block of the Data Concentrator](image)
5. System Architecture (Cont.)

5.3. Data Concentrator (Cont.)

There are two kinds of connections between the Data Concentrator and the Front-End Board. The Data Processing block is an example of point-to-point connections. Each front-end chip has a dedicated connection for the serial output data to the Data Processing block on the Data Concentrator. See Fig. 5.11. The second kind of connection is a bus connection, as shown in Fig. 5.12. This is used for many of the other functions of the Data Concentrator, including clock distribution, control, and some of the triggering.
5. System Architecture (Cont.)

5.3. Data Concentrator (Cont.)

The Data Concentrator must perform several ancillary functions to support the operation of the front-end electronics. One function involves the control of the front-end chips. Each chip has several registers that must be initialized prior to data taking. The communication protocol is serial. Each control word has an address encoded in the control word, which allows the use of a bus structure as shown in Fig. 5.12. Because multiple front-end chips reside on this bus, each control command must include an address to identify the target chip. Data processing and control are entirely separate paths in this architecture, as will be described in Section 5.5. It is assumed that there are no time-critical functions in the control path, so that synchronization between chips is not necessary. The Data Concentrator has no intelligence itself for the control functions. Instead, it is entirely pass-through, and has a separate connector that provides input from the intelligent part of the system.

Referring to Fig. 5.9, notice that the control block is divided into two sections, A and B. As will be described shortly, each Data Concentrator services 12 front-end chips, which are arranged in two columns of six chips each. Because the control functions use a bus protocol, it is convenient to have two control buses, one for each group of six chips. The A block and B block provide this service. The signal transmission may use either LVDS or CMOS (to be determined.)

The front-end chips need two timing signals to function. One is the 10 MHz clock, called CLK10, which is the fundamental timing structure for the system. The second is a reset for the Timestamp Counter that resides in each front-end chip, and is called CNTRST. Each hit is tagged with a Timestamp, which is implemented using an internal counter that is clocked with the 10 MHz clock. In order to reconstruct events, it is important that the counters in all chips are synchronized, and this is provided by Counter Reset. Both signals are regarded as precision timing signals, and come into the Data Concentrator from an external timing system. The signal CLK10 is also used by the Data Concentrator for the various clock and timing functions needed for the operation, including the serial data transmission. Both CLK10 and CNTRST are distributed to the front-end chips using the bus structure of Fig. 5.12. The signal transmission uses LVDS.

The Data Concentrator also handles certain trigger functions. These functions will be described in Section 5.8. This functionality is mostly separate from the other parts of the Data Concentrator. The system design has a high degree of flexibility for triggering, and the use of programmable logic at this point in the architecture is desirable to enhance capabilities.
5. System Architecture (Cont.)

5.3. Data Concentrator (Cont.)

The physical arrangement of Data Concentrators is shown in Fig. 5.13. As described earlier, there are six front-end boards for each plane of the detector. In the current plan, each front-end board has two sets of Data Concentrators. For the purposes of this description, it will be assumed that two Data Concentrators service one Front-End Motherboard. It may be desirable for the design of the printed circuit board for the Data Concentrator to incorporate both sets.

![Diagram of Front-End Boards and Data Concentrators](image_url)

**Figure 5.13. Arrangement of Front-End Boards and Data Concentrators**

2 Data Concentrators/FEB
12 Data Concentrators/Plane
12 ASICs/Data Conc.
768 Channels/Data Conc.
9216 Channels/Plane
5. **System Architecture (Cont.)**

5.3. **Data Concentrator (Cont.)**

As described in Section 5.2, the digital signals from the motherboards are routed to the outer edge. The Data Concentrator boards plug in here. See Fig. 5.14. The interface must have a connector, since the motherboard is part of the detector, and it must be possible to service the Data Concentrators.

![Diagram of Data Concentrator](image)

**Figure 5.14. Interface of Front-End Boards and Data Concentrators**

An additional function of the Data Concentrator not shown in the block diagram of Fig. 5.9 is to provide power and ground to the front-end boards. The front-end chips require 2.5V. The circuitry on the Data Concentrator is not specified here, but will have power requirements as well. The Data Concentrator board will receive power from an external power supply, both for use with on-board circuitry and for the front-end boards.
5. **System Architecture (Cont.)**

5.4. **Super Concentrator**

As indicated in Section 4, the event rates and noise rates for this detector are very low. With the architecture described thus far, there is excess bandwidth available for additional data transmission. The physical arrangement of front-end chips and Data Concentrators described previously is based on reasonable assumptions about connectors, signal line density, and I/O of programmable logic on the Data Concentrators. In order to achieve better use of the bandwidth, as well as to reduce costs with the back end electronics, the concept of a Super Concentrator is used, as shown in Fig. 5.15. The functionality is described below.

![Diagram of Super Concentrator](image-url)

**Figure 5.15. Sub-component Description: Super Concentrator**
5. System Architecture (Cont.)

5.4. Super Concentrator (Cont.)

A conceptual block diagram of the Super Concentrator is shown in Figure 5.16. Notice that it is very similar to the Data Concentrator.
5. System Architecture (Cont.)

5.4. Super Concentrator (Cont.)

At the most basic level, the Super Concentrator multiplexes all of the functions of the Data Concentrator to an additional level. While each Data Concentrator services 12 front-end chips, the Super Concentrator services six Data Concentrators, or one side of a plane. The multiplexing of data streams is the same function as the Data Concentrator. Since an additional level of multiplexing is used, the Super Concentrator must also append an address onto each stream of data, to identify the source. The input bit rate from the Data Concentrators is 10 Mbit/Sec. Even with the high-level of multiplexing at this point in the architecture, the data rates are expected to be low enough to permit using 100Mbit/Sec on the output as well. See Section 6. LVDS is used on the input. While the data rates into the Super Concentrator are low, it is desirable to use optical fiber to send data from the Super Concentrators to the Data Collectors. This helps to reduce noise coupling and ground loops between the front end and the back end. With optical fiber, it is desirable to use a commercial serial transceiver.

The way that the Super Concentrator handles the multiplexing of control functions is somewhat different from the Data Concentrator. The Data Concentrator has two output paths, A and B, whereas the Super Concentrator has six. Other than that, the functionality is identical. The control words must have an address associated with them to identify which Data Concentrator is the destination. The Super Concentrator must pick off that part of the control word and suppress it after the routing is determined, to avoid sending extraneous information to the front-end chips. Part of the address is also which front-end chip is the destination. That part of the address must stay intact. The signal transmission may use either LVDS or CMOS (to be determined.)

The transmission of the clock signals is a straight fan-out. No additional signal processing by the Super Concentrator is needed. Since the system architecture relies on having these signals synchronized over the entire system, it is important that care be exercised to minimize excessive random latencies in the buffering and driving of these signals. The signal transmission uses LVDS.

The handling of trigger signals will be described in Section 5.8.
5. System Architecture (Cont.)

5.4. Super Concentrator (Cont.)

A possible configuration for the physical arrangement of Super Concentrators is shown in Fig. 5.17. As indicated, the side of a plane offers a convenient place both physically and in the architecture for the Super Concentrator. The cables between the Data Concentrators and the Super Concentrator may be somewhat long if need be, although the serial transmission is 100 Mbit/Sec, and high-quality cable will be needed if the cables are long. As shown in the figure, a possible arrangement is to mount the Super Concentrator above the Data Concentrators, with the data cables folded between them. The Super Concentrator boards will need power, which is probably best made by a dedicated connection to an external power supply like the Data Concentrators. Again, implementation constraints may force the actual physical arrangement to be modified.

![Figure 5.17. Arrangement of Front-End Boards, Data Concentrators, and Super Concentrators](image-url)
5. **System Architecture (Cont.)**

5.5. **Data Collector**

Data sent from the front-end electronics is received and processed by the first component in the back-end electronics, the Data Collectors. This component receives the serial data streams from the Super Concentrators, and stores it in buffers pending readout. The Data Concentrator is also the interface for control information to and from the front-end electronics.

![Sub-component Description: Data Collector](image)

*Figure 5.18. Sub-component Description: Data Collector*
5. **System Architecture (Cont.)**

5.5. **Data Collector (Cont.)**

Data from the front-end electronics is received by the Data Collectors using dedicated, serial communication links. The input bit rate is 10 Mbit/sec, using optical fiber as the transmission medium. The data acquisition is "data-driven," so that data is pushed from the front-end electronics into the Data Collector without being requested. When the data is received, the Data Collector first converts it from a serial bit stream into bytes and data words. As described earlier, as data passes through each part of the system, the sub-component that receives the data appends an address onto the data. The Data Collector receives data streams from several Super Concentrators, so it must add an address to identify the source.

Each data word is then stored in one of two readout buffers on the Data Collector, making it available for readout. The arrangement of two buffers allows the Data Collector to write data to one buffer while the other is being read by a readout computer (see Section 5.6.) The buffers change state in a "ping-pong" fashion at a programmable rate, controlled by the Timing System (see Section 5.7.) The readout at this point in the architecture is dead-timeless, within certain constraints. For a given maximum data rate, the buffers must be large enough and the buffer-swap rate fast enough so that the buffers do not fill completely. This assumes that the readout of the buffers can be achieved within the buffer-swap period. The buffer-swap rate can be adjusted to optimize the data acquisition. Refer to Section 6 for a discussion of data rates.
5. System Architecture (Cont.)

5.5. Data Collector (Cont.)

The Data Collector is envisaged to be implemented as a 9U x 400 mm VME card, as shown in Fig. 5.19. The card has high-speed, dedicated communication links to receive the serial data streams from the Super Concentrator. Each Data Collector receives data from twelve Super Concentrators via front panel connectors. The input streams are unidirectional, and dedicated to writing event data. The control path for the passing control information to the front-end electronics is implemented using the J3 connector of the card as shown. An Auxiliary Card is used to fan out connections for the control to the twelve Super Concentrators serviced by the card.

Figure 5.19. Conceptual Design of the VME-based Data Collector

For this design, each Data Collector services twelve Super Concentrators, which corresponds to 72 Data Concentrators, or 864 front-end chips, or 55,296 detector channels.
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5.6. VME Single-Board Computer & Readout

Data is stored in buffers on the Data Collectors. It must be read from each one, brought together as a data record, and passed to the Trigger Farm for event selection and reconstruction. This is the job of the VME computer. It resides in the VME Crate, as shown in Fig. 5.20.

Figure 5.20. Sub-component Description: VME Computer & Crate
5. **System Architecture (Cont.)**

5.6. **VME Single-Board Computer & Readout (Cont.)**

The VME Computer can access each Data Collector in that crate through the normal VME communication protocol. The primary function of the VME computer is to periodically read data from the buffers of all of the Data Collectors in the VME Crate, and then send it to the Trigger Farm. As mentioned earlier, the timing for accessing data from the buffers on the Data Collectors is controlled by the VME Timing Module that also resides in the crate, which in turn is controlled by the timing system. The VME Timing Module issues two Interrupt Service Requests (ISRs) in an alternating fashion at a periodic rate. These are used by the Data Collectors to change the active buffer for writing data. The ISRs also alert the VME Processor that new data is available for reading. The VME computer executes an algorithm that reads data from each Data Collector, saving it in local memory. Each read cycle forms a "block" of data. An efficient protocol such as block transfers on the VME bus can be used. As before, the destination component must add an address to the data, indicating the source. No sorting or event selection is done by the VME Computer. At a selected time, such as \(N\) ISR periods, the data stored in local memory is sent to the Trigger Farm. A convenient period might be one second, where it is arranged for there to be a whole number of ISR periods in one second. The data sent to the Trigger Farm is called a "Time Frame." Using the real-time clock, the VME Computer could attach a header to the data transfer, identifying the period of the data. The transmission medium and protocol between the VME Computer and the Trigger Farm is envisaged to be fast Ethernet.

A second function is to arrange for control information to be sent to the front-end electronics by communicating with the Data Collectors. Using standard VME communication protocols on the VME backplane, data and address can be written to a Data Collector. The address is decoded, and a destination Super Concentrator is selected. The control data is sent from the Data Collector to the AUX Card, where it is sent to the appropriate Super Concentrator. This is a slow control function, so there are no requirements with respect to global timing. The data must have an address encoded in it, so that the destination Super Concentrator can in turn select a destination Data Concentrator. Similar addressing and decoding is then done by the Data Concentrator to select a destination front-end chip. The control link is bi-directional, so that control information can be read as well in response to a read command from the VME Computer to the Data Collector.

The VME Computer uses a modern operating system. Neither this nor the programming language is specified in this document.
5. **System Architecture (Cont.)**

5.7. **Trigger Farm**

The part of the system that performs event selection and reconstruction is the Trigger Farm. It receives time frames of data from the VME computer, and executes algorithms on them to form real events.

![Diagram of the Trigger Farm system](image)

*Figure 5.21. Sub-component Description: Trigger Farm*
5. **System Architecture (Cont.)**

5.7. **Trigger Farm (Cont.)**

The data received by the Trigger Farm contains a mix of noise, background events, and real data. There is no zero-suppression of data in any other part of the system architecture. The Trigger Farm must separate out the real events from the junk. To do this, an algorithm similar to that used in the MINOS Experiment at Fermilab [21] might be employed. This works as follows: Each data word in a time frame consists of a hit pattern corresponding to channels in a front-end chip, and a timestamp. The algorithm first sorts the data by time order. Next the data is passed through a sliding time window, looking for a multiplicity of data words within it. Noise is easily identified, because they will be isolated in time and space. These are discarded. When a multiplicity of data words is found in a time window, the algorithm saves the data, tagging it as a "snarl," or possible event. This data is passed to a second process or processor for further evaluation. This first level of algorithm continues through the end of the time frame.

Once snarls are formed, a second algorithm is executed that calculates a trajectory in space and time. Knowing the geometry of the detector (the mapping of the physical locations of channels into channel address space), the trajectory of each snarl is compared to the known direction of the beam. For a test beam, the trajectory would point back to the direction of the beam. For colliding beams, the trajectory would tend to be orthogonal. If there is a magnetic field, this would have to be accounted for in the calculations and evaluation. If there are detector subsystems closer to the interaction point in the detector, timing and spatial information from these might be used as well. Using this analysis or others either of similar or higher sophistication, background event may be separated from beam events. The resulting data set is then either passed to a higher level in the trigger system, or written to mass storage for off-line evaluation.

The details of the hardware configuration, as well as the algorithms, are not specified in this document.
5. **System Architecture (Cont.)**

5.8. **Timing System**

The Timing System has an important role in the electronics. Event selection and reconstruction depend on having the timestamp counters in all of the front-end chips synchronized. The Timing System also controls the formation of time blocks and time frames in the back end electronics, which also has certain advantages if this is synchronized with the front-end electronics. The relationship in the system architecture is shown in Fig. 5.22.

![Diagram of System Architecture](image-url)
5. **System Architecture (Cont.)**

5.8. **Timing System (Cont.)**

A block diagram of the Timing System by itself is shown in Fig. 5.23. It has several components, which are intertwined into both the front-end electronics and the back-end electronics. The function of each component, and the nature of the timing signals, will be described.

![Block Diagram of the Timing System](image)

**Figure 5.23. Block Diagram of the Timing System**
5. **System Architecture (Cont.)**

5.8. **Timing System (Cont.)**

The timing system must provide four high-precision signals to different parts of the electronics. The first is the 10 MHz Clock, denoted at CLK10. This is the basic timing signal used by all components in the system. The front-end chips use this to advance the value of the timestamp counters, which are used as a tag on hits measured in the chips. The front-end chips also use CLK10 for other functions. The states of all comparators are refreshed on the rising edge of the clock. The serial data transmission operates at the same frequency for the front-end chip and the Data Concentrator. The output of the Super Concentrator also uses the 10 MHz clock. This clock does not need to be synchronized with that used by the Data Concentrators, although the CLK10 signal is readily available from the timing system. Both event data and control data passed to and from the front-end chips have a strobe associated with them, and this is generated from CLK10. Note that there is no requirement on the system that the high-speed clock be synchronized across the system. Asynchronous data transfers are permitted, and each system component must buffer and re-synchronize the data as appropriate.

In order to provide a high accuracy of timing, it is necessary for CLK10 to have a high-level of precision, so that the counters in all front-end chips can be synchronized. The implementation of a global source for this clock is an important aspect, but the distribution of timing signals must be done with care to avoid spoiling the precision. This includes uniform cable lengths, short cable lengths, the use of low-dispersion cable, the minimization of buffers, and the use of transceivers with low intrinsic delay.

The front-end chips receive CLK10 through the Super Concentrator and the Data Concentrator, as shown in Fig. 5.23. The logic in those components may need a clock, to perform either synchronous or asynchronous data processing. They may both use CLK10 for these functions, although it is important that the distribution of signals to the front-end chips be done carefully to not lose synchronization across the system. Note that the data processing functions on the Data Concentrators and Super Concentrators do not have to be synchronized across the system.

The back-end electronics may use the 10 MHz clock as well. While the basic data transfer and processing do not need to be synchronized with the front-end electronics, it is advantageous for the back-end to be synchronized in the formation of time blocks and time frames. This will be discussed shortly.
5. System Architecture (Cont.)

5.8. Timing System (Cont.)

The second precision timing signal is Counter Reset, denoted as CNTRST. The timestamp counters in the front-end chips have a finite number of bits, and therefore must either be reset occasionally or allowed to roll over. Having a global counter reset helps to ensure that all counters remain in sync for long periods of time, and helps to reduce the loss of data due to synchronization errors. The timestamp counters have 24 bits, and at a clock frequency of 10 MHz, this corresponds to just over one second before roll-over occurs. Having a counter reset once per second has advantages for the back end of the system as well. Like the 10 MHz clock, counter reset must be synchronized over all front-end chips. It is synchronized by the clock, using the rising edge of the clock in coincidence with the assertion of counter reset to perform the reset operation, as shown in Fig. 5.24. As shown in the figure, a convenient source for a signal with a one-second period is the one pulse-per-second (pps) signal that is available from the Global Positioning System (GPS.)

![Figure 5.24. Timing Relationship Between CLK10 and CNTRST](image-url)
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5.8. Timing System (Cont.)

The third precision timing signal is the Time Block Marker, denoted as TBMKR. This signal is used by the back end electronics to control the change in data buffer states. As described earlier, each Data Collector has two readout buffers. One buffer is made available to the VME Processor for reading while new data is being acquired. At a period determined by the Time Block Marker, the states of the buffers change, occurring at the same time on each Data Collector. The VME Processor also knows when this state change takes place, and begins a new read cycle when it occurs. This is controlled by the Timing System, which sends out TBMKR at a predetermined frequency. As shown in Fig. 5.23, it is received by the VME Timing Module, a card that resides in the VME crate. This is a relatively simple module, which generates one of two Interrupt Service Requests (ISR) in ping-pong fashion on the VME backplane. Each ISR corresponds to a particular buffer state. The modules in the VME Crate respond according. The timing is illustrated in Fig. 5.25.

Figure 5.25. Timing Relationship Between TBMKR and Buffer Swaps
5. **System Architecture (Cont.)**

5.8. **Timing System (Cont.)**

The period of TBMKR is programmable in the central processor of the Timing System. In principle, there are no constraints on it, as long as the buffers on the Data Collectors are not allowed to fill completely. However, the implementation of an additional level of synchronization can provide an additional level of integrity to the system. The timestamp counters are reset once per second. If the VME Processor forms time frames that are one second long as well, and if the formation of time frames is synchronous with counter reset, then the data in a time frame will have unique timestamps. The timestamps will also increase monotonically, at least approximately, in the data record. This will aid in the data sorting done by the Trigger Farm. For this to work correctly, it will be necessary for there to be a whole number of Time Block Markers in a one-second period. Also, it is desirable for the number of Time Block Numbers to be an even number, so that a new time frame always begins with the same data buffer. This is not an absolute requirement, but could be used as a check to see that TBMKR signals have not been missed.

The fourth precision timing signal is used for generating a calibration signal. Denoted as TCAL, it is used by the front-end chip to inject charge into selected channels.

In order to keep the signal distribution as simple as possible, as well as to provide a degree of flexibility in case of contingencies, it may be desirable to distribute all four timing signals as a group to all locations. This would allow the selection of a standard connector and cable for the distribution of all timing signals. In order to minimize noise, the timing signals should be distributed as differential signals, such as LVDS.

The timing system is envisaged to have a central processor or unit, as shown in Fig. 5.23. In the basic form of operation, it can stand alone, needing no external inputs to determine or control the timing signal formation. It may be desirable to use the Global Positioning System (GPS) as a means of generating an accurate pulse per second (pps). It may also be desirable to use inputs from the beamline, to provide an indicator of when beam interactions might occur.
5. System Architecture (Cont.)

5.9. Trigger System

The front-end chips can acquire data in several different ways. One way is to self-trigger, where any hit registered by a front-end channel automatically initiates data transmission to the Data Concentrator. This is useful for studying noise, as well as for measurements of cosmic rays. However, two other trigger modes are built into the system. One is the case where external detectors and hardware are used to produce a trigger. The front-end chip is designed to accommodate an external trigger, and the Data Concentrator acts as the interface. In this case, the Data Concentrator merely acts as a pass-through, sending the signal TRIGIN to the front-end chips from an external trigger source. The second case is the situation where there is no external trigger, but it is known in advance when events of interest might occur. This might be the case where beams of particles are created by an accelerator, and a time period is known where there is the possibility of an event occurring, as opposed to having actually detected an event. The front-end chips have a special mode that looks for the coincidence of a hit in a channel, and the presence of this gate signal, called TRIGGATE. When this coincidence occurs, data is acquired by the front-end chips and is automatically transferred to the Data Concentrator. Again, the Data Concentrator acts as the interface. Both TRIGIN and TRIGGATE are bussed signals. The trigger mode that the front-end chips operate in is controlled through the control path.

In certain applications, it may be desirable to have the front-end chips participate in the trigger decision. They are designed to have a trigger-out signal, called TRIGOUT. Any time a channel goes over threshold, this signal is asserted by the front-end chip. Note that this is an "OR" of all channels in a chip. This signal could be used in several ways. It might be used by the Data Concentrator to form a "local trigger," looking for coincidence among the 12 front-end chips serviced by the Data Concentrator. There might also be an external trigger system, which would receive the TRIGOUT signals from all front-end chips, and use this in making an external trigger decision. This functionality is not specifically defined in this document. However, by using programmable logic in the design, it is advantageous to incorporate flexibility should this be desired functionality. Note that the TRIGIN signals are point-to-point between each front-end chip and the Data Concentrator.

The nature of the Trigger System, and the details of performance and operation, are not specified at this time.
6. Trigger and Data Rates

In this section, the data rates and required bandwidth at each point in the system are defined and specified.

6.1. Nature of Events

As specified in Section 3, the expected event rate in the test beam shall be a maximum of 100 Hz. When beam events occur, they tend to deposit energy in local regions of each detector plane, and continue through the detector in a transverse direction with the beam. In general, multiple channels in a given chip will be hit when beam events occur, and often multiple chips will be hit at the same time on a given plane as well. Events may also span over more than one clock cycle in time over the whole detector. For a given event, the total occupancy over the entire detector is very low, but because the system architecture is configured to read out planes, the planes that have the highest occupancy set the performance needed. Simulations of the response of the prototype detector to 50 GeV pions have shown that the average number of chips hit per plane is approximately 9, but may be as high as 16 [22.] See Fig. 6.1.

![Figure 6.1. Maximum Number of Chips Hit on a Plane per Event 50 GeV Pions](chart.png)
6. **Trigger and Data Rates (Cont.)**

6.1. **Nature of Events (Cont.)**

Because much of the readout system is based on plane readout, the number of ASICs hit per plane and the average and maximum rates set the performance of many parts of the system. These include the DCAL ASIC, the Data Concentrators and Super Concentrators. The performance of the Data Collector and the readout through the VME system are dependent on how energy is deposited in multiple planes as particles pass through the detector. This is complex, and difficult to characterize in terms of setting system performance. However, the problem can be divided into two parts, each of which can be addressed at a basic level. The first concerns understanding the event rate into inputs of the Data Collectors. Since the Super Concentrators write data into the Data Collector inputs, and since each Super Concentrator services half of a plane, then the nature of energy deposition into the planes sets this performance. The Data Collectors must have adequate buffering to handle the event rate. The second concerns reading the data from the Data Collectors by the VME Processor. While the amount of data collected by individual Data Collectors may be difficult to characterize, it is relatively straightforward to calculate the number of ASICs hit per event. The assumption then is that the VME processor must acquire all of this data. A plot of the total number of ASICs hit in the detector per event is shown in Fig. 6.2. The average number is 135, but can exceed 200. This information will be used in subsequent sections to set the system performance.

![Figure 6.2. Maximum Number of Chips Hit in the Detector per Event for 50 GeV Pions](image-url)
6. Trigger and Data Rates (Cont.)

6.2. Front-End Chip

The most stringent aspect of operation is when one or more channels in a chip are hit at 100 Hz. This is much greater than the intrinsic noise of the detector, which is approximately 1 KHz per square meter, or 6.4 Hz per chip. When a front-end chip receives a trigger, whether self-triggered or from an external trigger, it causes the data is stored in the output FIFO inside the chip. Each data word contains 64 bits that represent the states of the 64 comparators, plus 24 bits of timestamp, for a total of 88 bits, or 11 bytes. If the maximum hit rate is 100 Hz, then the maximum expected data rate stored in a chip is 1100 Bytes/sec.

The bits are written out of the chip using serial transmission. Eight bits are processed at a time, encoded into an 11-bit serial transmission. The extra three bits are used for framing, and they provide a means to synchronize the receiver. Thus, 121 bits are sent out of the chip per triggered hit. The output bit rate is governed by the 10 MHz clock, achieving 10 Mbit/sec. When the framing bits are removed, this corresponds to 910 KByte/sec of data. It thus takes 12.1 microseconds to send out an entire data block, or 121 times the fundamental clock period. While there is buffering inside the front-end chips to handle instantaneous bursts, the maximum data rate out of each chip is limited to 83 KHz (events per second.)

The duty factor, expressed as the ratio of the maximum expected bytes per second produced by the chip from events, to the maximum output rate in bytes per second, is 0.12%.
6. **Trigger and Data Rates (Cont.)**

6.3. **Data Concentrator**

Each Data Concentrator services twelve front-end chips, in a two-by-six array. The average maximum number of chips hit per event on a plane is nine. The spatial deposition of energy in a plane is difficult to characterize in general. The worst case for the electronics is where clustering occurs. Consider the case where hits are clustered in a 3-by-3 array of chips. The maximum overlap onto the 2-by-6 array of chips serviced by a Data Concentrator would then hit approximately half of the chips. If each chip has an average hit rate of 100 Hz, then each Data Concentrator receives hits at six times this rate, or 600 Hz. If each front-end chip has an expected (stored) data rate of 1100 Bytes/Sec, then the equivalent stored data rate into the Data Concentrators is 6600 Bytes/Sec. Again, the Data Concentrators have buffering on the inputs to accommodate data bursts. As part of the processing, the Data Concentrator takes out the framing bits to recover the 8 bits of data. Note that this figure is not the data transmission rate from the front-end chip. Rather, it is the rate at which bytes of data are accumulated by the Data Concentrator, and assumes that the transmission rate is high compared to the data rate, which is the case.

Once data is received and processed by the Data Concentrator, it must then add four bits of address to identify which of the twelve inputs the data came from. An additional four bits are added as padding, to be used for additional address identifiers later and to preserve the number of bytes as a whole number. The new data block for each front-end chip thus contains 96 bits, or 12 bytes. The data is retransmitted in bytes, adding two framing bits per byte to form 10 bits. The output transmission again uses the 10 MHz clock, sending 10 Mbits/sec, or 1 MByte/Sec of actual data. Thus, each 96-bit data word (120 bits total with framing) requires 12 microseconds to send. If six front-end chips are hit per event, then the Data Concentrator must process 72 bytes per event, and the average maximum time to send the data from an event would be 72 microseconds. This corresponds to a maximum output rate of 14 KHz (events per second.)

Because the Data Concentrator adds an additional byte to each event, the aggregate input rate of 6600 Bytes/Sec becomes 7200 Bytes/Sec after internal processing. The duty factor is the ratio of 7200 KBytes/Sec, the "processed" input event rate, to 1 MByte/Sec, the output rate, which is 0.72%.

If the number of chips hit in a plane is 16, the absolute maximum, then consider the case where the hits occur in a 4-by-4 array of chips. A Data Concentrator servicing a two-by-six array of front-end chips might then have eight chips hit. By the same arguments used above, the aggregate rate into the input of a Data Concentrator would increase to 8800 Bytes/Sec, which after internal processing would become 9600 Bytes/Sec. The time to transmit an event would increase to 96 microseconds. The duty factor would be 0.96%.
6. **Trigger and Data Rates (Cont.)**

6.4. **Super Concentrator**

Each Super Concentrator services six Data Concentrators, which corresponds to half of a plane. In Section 6.1, the average maximum number of chips hit on a plane was given to be nine. It is conceivable that an entire event could be contained in a region of the plane serviced by one Super Concentrator. This can happen for example if six chips are serviced by one Data Concentrator, and the other three chips are serviced by an adjacent Data Concentrator on the same half of the plane. Then, all of the data produced on the plane passes through one Super Concentrator. The Data Collectors send 12 bytes of data for each chip hit. Thus, when nine chips are hit, the average maximum amount of data per event sent to the Super Concentrators is 108 bytes. At 100 Hz event rate, this corresponds to 10.8 KByte/Sec. In the worst case where 16 chips are hit per plane, each event would produce 192 bytes, and the data rate into the Super Concentrator would be 19.2 KByte/Sec.

On the output side, the Super Concentrator must be capable of processing the full event at the expected average maximum input rate. Like the Data Concentrators, the Super Concentrators have buffering on the inputs to accommodate data bursts. Again, it will be assumed that the Super Concentrators decode the 10-bit transmission back into 8 bits of data, and take out the framing bits on the input. The upper four bits of the address byte that were added by the Data Concentrator are used by the Super Concentrator to identify which of the six inputs the data came from. The new data word still contains 96 bits, or 12 bytes. Thus, the output event size would contain 108 bytes per event for 9 chips hit at a time, and 192 bytes per event in the worst case.

As before, the data is retransmitted in bytes, adding two framing bits per byte to form 10 bits. The output data rate is assumed to be 10 Mbit/Sec, or 1 MByte/Sec. For the case where the data from 9 front-end chips are processed per event, then it would take 108 microseconds to process the data from one event. For 16 chips, the time would be 192 microseconds.

For 9 chips, the duty factor is the ratio of 10.8 KByte/Sec, the aggregate input rate, to 1 MByte/Sec, the output rate, which is 1.08%. For 16 chips, this would be 1.92%.
6. **Trigger and Data Rates (Cont.)**

6.5. **Data Collector**

Each Data Collector services twelve Super Concentrators. Each Super Concentrator services half of a detector plane. In general, energy deposition in a plane of the detector is localized to a small area, and most of the data from a plane will come from one of the two Super Concentrators for a given event. In order to consider the performance needed by the Data Collector, consider the worst case where all 12 inputs receive data at the maximum rate. For the case where 9 chips are hit per plane, each Super Concentrator sends data at 10.8 KByte/Sec, so the aggregate rate would be 130 KByte/Sec. The Data Collectors have buffering on the inputs to accommodate data bursts.

Each data word received at the input of the Data Collector is decoded from the serial encoding, producing 12 bytes, or 96 bits. When data is received and processed by the Data Collector, it must add an address before it is put into a readout buffer. While only 4 bits are needed, the Data Collector adds an entire byte with padding as needed, in order to preserve a standard byte format. Thus, each data word contains 13 bytes of data after processing by the Data Collector. Choosing a conservative approach for the VME transfers, each data word would be read using two 64-bit block transfers, with 3 additional bytes padded with zeros. Thus, it would take 2 VME read cycles to read each 16-byte data word. This boosts the "processed" input data rate to 173 KByte/Sec. This corresponds to the "reasonable" worst-case rate at which data is written into the readout buffers on the Data Collector.

To check these assumptions from a different point of view, consider the distribution shown in Fig. 6.2. The average number of chips hit per event is shown to be 135. If the event rate is 100 Hz, and each chip results in 16 bytes of data, then the aggregate data rate from the detector would be 216 KByte/Sec. While it is unlikely that a single Data Collector would have the majority of the data rate, the assumptions used above are within the overall expected data rates. Note that the absolute worst case where 200 chips are hit per event, if it could be sustained at 100 Hz, would produce 320 KByte/Sec.
6. **Trigger and Data Rates (Cont.)**

6.6. **Readout Computer**

As described in Section 6.1, the average maximum number of ASICs hit per event is about 135. If each ASIC hit produces a 16-byte data word, then the number of bytes per event is 2160. At the 100 Hz event rate, this corresponds to 216 KBytes/Sec. A VME crate can transfer data across the backplane at a rate of 10 MByte/Sec, although overheads can slow this down. Nonetheless, if all of the data from the detector comes through one VME crate, there is a margin of approximately a factor of 50 between the expected rate and the maximum processing rate.

There is a set of general relationships between readout buffer size, buffer swap period, and readout speed on the VME backplane. On the input side, the buffers must not be allowed to fill before changing state. On the output side, the readout buffers from all Data Collectors must be read before the buffers change state. The general relationships are:

\[
\text{[input rate per Data Coll. (Byte/Sec)]} \times \text{[buffer swap period]} < \text{[buffer size]}
\]

and

\[
\text{[# Data Coll. per Crate]} \times \text{[buffer size]} / \text{[buffer swap period]} < \text{[VME readout speed (Byte/Sec)]}
\]

For example, let the input data rate for a Data Collector be 100 KByte/Sec. Assume that there are 20 Buffer Swaps per second, or one every 50 mSec. The buffer size would need to be larger than 5 KBytes for the entire Data Collector, or 416 bytes per input channel (assuming 12 input channels.) If there are 20 Data Collectors per VME Crate, then the readout speed would need to be greater than 2 MByte/sec. This is comfortable for a typical 64-bit block transfer on a VME backplane operating with a 25 MHz clock.
7. **Summary of Component Counts**

The following table summarizes the number of each component needed for the system as described in this document.

<table>
<thead>
<tr>
<th>Component</th>
<th>#/Chamber</th>
<th>#/Plane</th>
<th># Channels per Unit</th>
<th>TOTAL # Units</th>
</tr>
</thead>
<tbody>
<tr>
<td>Planes</td>
<td>0.333</td>
<td>1</td>
<td>9216</td>
<td>40</td>
</tr>
<tr>
<td>Chambers</td>
<td>1</td>
<td>3</td>
<td>3072</td>
<td>120</td>
</tr>
<tr>
<td>DCAL ASIC</td>
<td>24</td>
<td>144</td>
<td>64</td>
<td>5760</td>
</tr>
<tr>
<td>FE Bds</td>
<td>2</td>
<td>6</td>
<td>1536</td>
<td>240</td>
</tr>
<tr>
<td>Data Conc.</td>
<td>4</td>
<td>12</td>
<td>768</td>
<td>480</td>
</tr>
<tr>
<td>Super Conc.</td>
<td>0.667</td>
<td>2</td>
<td>4608</td>
<td>80</td>
</tr>
<tr>
<td>Data Collector</td>
<td>-</td>
<td>0.166</td>
<td>55,296</td>
<td>7</td>
</tr>
<tr>
<td>VME Crates</td>
<td>-</td>
<td>-</td>
<td>387,072</td>
<td>1</td>
</tr>
</tbody>
</table>

Table 7.1. **Summary of Component Counts**
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